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Abstract

Identifying the key quality characteristics (KQCs) (including part and process parameters) in production

processes is essential for quality control. In this paper, we propose a data-driven KQC identification method

based on production process data. We model KQC identification as a multi-objective feature selection

problem of maximizing the geometric mean (GM) and minimizing the number of selected QCs (features).

GM can evaluate the importance of a QC subset by measuring its predictive ability for product quality.

To solve this optimization model, we propose a multi-objective optimization algorithm called MOPSO-

LS that combines particle swarm optimization (PSO) with a local search strategy. MOPSO-LS adopts a

decomposition approach, i.e., Tchebycheff approach (TA), to update personal best positions (pbests) during

the iterations. Thus, diversified and high quality solutions can be maintained by the pbests of particles.

Moreover, the local search strategy aims to update the non-dominated set found by MOPSO-LS during the

iterations with two basic local search steps, i.e., a) adding and b) removing a feature, which can improve

the convergence performance of MOPSO-LS. We have verified the proposed method on four production

datasets. The experimental results indicate that MOPSO-LS can select a few KQCs with a good capability

for predicting product quality, which shows the effectiveness of MOPSO-LS for KQC identification. Further

comparisons show that MOPSO-LS obtains better search performance than four typical multi-objective

optimization algorithms.
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Figure 1: Illustration of the production process of the laser gyroscopes.

1. Introduction

The production processes in modern industries generally contain a large number of part parameters

(dimensional or performance features of parts) and process parameters, called quality characteristics (QCs),

that determine the final quality level of products (Lee & Thornton, 1996). For example, Fig. 1 illustrates

the production process of laser gyroscopes in one company. This production process contains two stages. At5

stage 1, the optical components are assembled in a cavity produced in the upstream production process. At

stage 2, sensors are further assembled to the intermediate laser gyroscope produced at stage 1 to produce the

final product. After the two stages, the performance of laser gyroscopes is tested and different quality levels

(e.g., conforming or nonconforming) are assigned to the produced laser gyroscopes. The part and process

parameters (i.e., QCs) at each stage are the potential factors that decrease the quality of the final products.10

It is required to select the key QCs (KQCs) that significantly affect product quality, which is termed the

KQC identification problem. The identified KQCs can be used to build an effective quality prediction model

for advanced quality control (Chien et al., 2022). In the Internet of Things (IoT) era, the production data

can be sufficiently collected from the production processes with the wide application of sensor devices (Yang

et al., 2019; Kang et al., 2020). It is worth proposing a data-driven KQC identification method using the15

high dimensional production data with a huge number of QCs.

The data-driven KQC identification methods generally determine the KQCs strongly related to product

quality by analyzing the correlations between QCs (input variables) and the product/process quality (re-

sponse variable). Many studies have been proposed to identify KQCs based on linear regression models.

For example, Jin & Zhou (2006) proposed an eigenspace comparison method built with the linear regres-20

sion model to identify the causes of variations that reduce product quality. Li & Chen (2016) proposed a

Bayesian approach to identify both the process mean and sensor faults in the production process that lead

to defective products. Wang & Shi (2021) proposed a holistic approach to model and analyze the multistage
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manufacturing process, where an `2 penalty was added in the linear regression model to select the key input

variables strongly related to the product quality. These approaches can simultaneously select the KQCs25

and build a regression model that depicts the relationship between KQCs and the product/process quality.

However, these approaches do not work well for the production processes with a very large number of QCs

and non-linear variable correlations.

Feature selection (FS) (Guyon & Elisseeff, 2003; Xue et al., 2016) in machine learning aims at selecting

the key features related to the class label in order to build an effective learning algorithm. Due to the30

effectiveness for high dimensional data, FS methods (Jeong & Cho, 2006; Anzanello et al., 2009, 2012; Li

et al., 2016; Chien et al., 2017; Guo & Banerjee, 2017; Li et al., 2020; Wang et al., 2020) have been extensively

applied to select the KQCs (features) in production processes that have excellent predictive performance

for product quality in recent years. FS can be categorized into the filter and wrapper approaches according

to the principle used for evaluating the feature importance. A filter method uses a measure based on35

the distance (Robnik-Sikonja & Kononenko, 2003), information theory (Yu & Liu, 2004), statistical theory

(Sugiyama, 2007), etc., to evaluate the importance of features. For example, Chien et al. (2017) studied

the root cause detection problem for the semiconductor production process. In this study, the Cramer’s V

correlation coefficient is used to group the correlated process parameters, and then, the Akaike information

criterion is utilized to select the key process parameters (i.e., root causes) in each group that affect the yield40

of semiconductors. Wang et al. (2020) proposed an FS method to identify key factors that affect the cycle

time of the semiconductor wafer fabrication process. A network deconvolution method was combined with

the mutual information measure to identify key features. Different from filter methods, a wrapper method

(Kohavi & John, 1997) evaluates the feature importance by involving a learning algorithm. The predictive

performance of the learning algorithm is used to evaluate the importance of different feature subsets. For45

example, Li et al. (2016) proposed a wrapper method that adopts a Naive Bayesian (NB) classifier to evaluate

the importance of QCs and adopts non-dominated sorting genetic algorithm II (NSGA-II) to search for the

optimal QC subset, i.e., KQC set. The features selected by a wrapper method can generally build a learning

algorithm with better predictive performance than those selected by a filter method since the learning

algorithm is directly used in a wrapper method.50

The FS method is generally defined as an optimization problem that aims to find a feature subset with

a small size and excellent classification performance for the class label. This optimization problem is proven

to be an NP-hard problem that has 2D − 1 feasible solutions (D is the number of original features) (Amaldi

& Kann, 1998; Li et al., 2021). To solve this challenging optimization problem, heuristic search algorithms,

such as sequential forward selection (SFS) (Kohavi & John, 1997) and sequential backward selection (SBS)55

(Kohavi & John, 1997), were adopted in the literature. The evolutionary computation (EC) techniques such

as genetic algorithms (GAs) (Oh et al., 2004; Li et al., 2020; Liu et al., 2022), particle swarm optimization

(PSO) (Li et al., 2021; Nguyen et al., 2021; Zhang et al., 2022), differential evolution (DE) (Guan et al.,
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2021; Wang et al., 2021), and ant colony optimization (ACO) (Wan et al., 2016) have also been used for FS

due to their excellent search abilities. Specifically, the PSO algorithms are increasingly applied to FS for60

their good search performance and fast convergence speed (Xue et al., 2016).

The multi-objective EC techniques (Nguyen et al., 2020; Aljarah et al., 2020; Zhang et al., 2020; Kiziloz

& Deniz, 2021) have also been applied to FS because two conflicting objectives, i.e., maximizing the clas-

sification performance and minimizing the number of selected features, are involved in an FS problem.

Specifically, accuracy is generally utilized to evaluate the classification performance of feature subsets in65

most multi-objective EC based FS methods. However, accuracy may not be a good classification perfor-

mance measure for unbalanced data because its value is mainly affected by the majority class instances in the

data. This can affect the final FS performance. To cope with this data imbalance problem, other classifica-

tion performance measures are adopted instead of accuracy in the FS methods. For example, Pacheco et al.

(2013) proposed a multi-objective FS method that optimizes the type I and type II errors using NSGA-II.70

Kozodoi et al. (2019) adopted NSGA-II to solve an FS model that is defined as maximizing an expected

maximum profit measure (a cost-sensitive classification performance measure considering data imbalance)

and minimizing the number of selected features. Li et al. (2019) proposed an improved direct multi-search

(IDMS) method to optimize an FS model that is defined as maximizing the geometric mean (GM) (i.e.,

geometric mean of sensitivity and specificity) and minimizing the number of selected features. This IDMS75

method was applied to select the KQCs in production processes based on unbalanced production data.

In this paper, we aim to build a data-driven method to identify the KQCs in the production process

that have good predictive performance for the quality of final products. We will build a wrapper-based FS

method for KQC identification because the nature of evaluating the predictive performance of QCs during

the FS process makes wrappers have good FS performance. Specifically, KQC identification is modeled as80

a multi-objective FS problem of maximizing the GM and minimizing the number of selected QCs (features)

(Li et al., 2019), which can address the unbalanced production data. The high dimensionality of data creates

a huge search space for the modeled FS problem. So, standard multi-objective EC techniques (without using

some strategies to accelerate the convergence speed) would require substantial computational resources to

identify the KQCs by searching in the huge space. Therefore, we propose a multi-objective PSO algorithm85

called MOPSO-LS that combines the mechanisms of PSO and the local search for the multi-objective FS

problem. The local search is applied to improve the convergence speed and search performance of PSO. The

contributions of the proposed MOPSO-LS algorithm are listed below:

• We propose a decomposition-based pbest (personal best position) update (DPU) strategy for MOPSO-

LS. The DPU strategy applies the Tchebycheff approach (TA), a decomposition approach, to obtain90

the aggregated objective function (based on the original multiple objective functions) for each particle

in the swarm. The aggregated objective function value determines the update of each pbest in the
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swarm. Moreover, similar to MOEA/D (multi-objective evolutionary algorithm based on decompo-

sition), we use the new position of a particle to update the pbests of a set of the neighbor particles

instead of only updating its own pbest. This means that a particle can also learn from the best95

experience of its neighbor particles, which can improve the convergence speed of the algorithm. It

should be noted that the ranges of different objective functions are very different, which can result

in the incommensurability problem when adopting the TA. In DPU, we modify the original TA by

introducing one additional reference point. Thus, the modified TA can normalize different objective

function values before obtaining the aggregated function value.100

• We propose a local search step for MOPSO-LS. The local search step conducts two basic operations,

adding and removing, to update each non-dominated solution at each iteration after the particle

swarm based optimization step. The adding operation randomly adds a feature to the current solution

(feature/QC subset), while the removing operation randomly eliminates a feature from the current

solution. Thus, for each non-dominated solution, two new solutions are generated by the local search105

step. The new solutions of the local search step are used to further update the non-dominated set.

The local search step aims to purify the non-dominated set of MOPSO-LS at each iteration, and thus

it can improve the convergence performance of MOPSO-LS.

• We have verified the KQC identification performance of MOPSO-LS on four unbalanced production

datasets in the experiments. The results show that the proposed MOPSO-LS can obtain a few KQCs110

that have good predictive performance for the quality level of products, which indicates good KQC

identification performance. Further analysis indicates that MOPSO-LS obtains better search perfor-

mance than four typical multi-objective optimization algorithms.

The remainder of this paper is organized as follows. Section 2 presents the preliminaries of the proposed

method, including the descriptions of PSO and TA. Section 3 describes the KQC identification problem115

addressed in this paper. Section 4 describes the details of the proposed optimization algorithm MOPSO-LS.

Section 5 gives the experimental design. Section 6 presents the KQC identification results of the experiments

and gives the discussion. Section 7 further analyzes the search performance of MOPSO-LS. Finally, the

conclusions and future research interests are given in Section 8.

2. Preliminaries120

2.1. Particle swarm optimization (PSO)

PSO (Kennedy & Eberhart, 1995) is a popular swarm-based optimization approach that has been widely

used in many real-world optimization problems. It performs the optimization process using a swarm of
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particles. The particles continuously change their positions (solutions) based on their pbests and the global

best position (gbest) to search for the optimal solution.125

Considering the optimization problem with a feasible solution region Ω ⊆ RD, we use a D-dimensional

vector x ∈ Ω to represent a feasible solution. Two vectors, a position vector and a velocity vector, depict

the status of a particle in the swarm in PSO. The position vector shows the current position of the particle

and the velocity vector describes the moving tendency of the particle. Therefore, the particle positions can

be updated during the iterations of PSO. Let the position vector and velocity vector for particle i at the tth130

iteration be xt
i = (xti,1, x

t
i,2, ..., x

t
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i,2, ..., r

2
i,D)T are two random vectors in which r1

i,d and r2
i,d

(d = 1, 2, ..., D) follow the uniform distribution U(0, 1). pi and g are two D-dimensional vectors that

represent the pbest previously reached by the particle i and the gbest previously reached by the swarm. �

is the Hadamard product that performs the element-wise product operation based on two vectors with the135

same shape to create a new vector. w is a predefined inertia weight that controls the impact of the previous

velocity on the new velocity, and c1 and c2 are two predefined accelerate parameters that reflect the impact

of pbest and gbest on updating the velocity. With the updated velocity vt+1
i , the particle position xt

i is

updated to

xt+1
i = xt

i + vt+1
i . (2)

The velocities and positions of the particles in the swarm are updated with Eqs. (1) and (2) iteratively140

during the evolutionary process of PSO. The gbest is finally output as the found optimal solution when the

termination condition reaches.

The FS methods based on multi-objective PSO algorithms have been extensively studied in recent years

due to the good search performance of PSO (Xue et al., 2013; Nguyen et al., 2016; Amoozegar & Minaei-

Bidgoli, 2018; Zhou et al., 2021; Han et al., 2021). For example, Xue et al. (2013) applied two multi-objective145

PSO algorithms called CMDPSO (PSO based on crowding, mutation, and dominance) and NSPSO (non-

dominated sorting PSO) to FS. CMDPSO adopts the idea of mutation and crowding distance to improve the

swarm diversity during the optimization process. NSPSO adopts the idea of non-dominated sorting in NSGA-

II for maintaining good particles during the iterations. Zhou et al. (2021) proposed a flexible cut-point PSO

(FCPSO) for FS and feature discretization. The proposed FCPSO combines the solution updating strategy of150

bare-bone PSO with a mutation operator to improve the search performance. Moreover, the local search step

has also been used in multi-objective PSO algorithms to improve the FS performance. For example, Nguyen

et al. (2016) proposed a multi-objective PSO algorithm called ISRPSO (PSO with inserting, swapping,

6



and removing operations) for FS. This algorithm adopts three basic local search operations, i.e., insert,

remove, and swap, to update the archive (non-dominated set) at each iteration after the PSO-based solution155

updating step. However, the local search operations are conducted in a sequential strategy similar to SFS

and SBS, which yields a large number of local search steps at an iteration. Thus, the computational time

of the local search step and the whole algorithm is substantially improved. Amoozegar & Minaei-Bidgoli

(2018) proposed a multi-objective PSO algorithm called RFPSOFS (ranked feature PSO feature selection)

that applied a local search step to refine the archive. The local search step ranks the features based on160

their selection times by the particles and divides the features into different subgroups. A new solution is

generated by selecting a predefined number of features from different subgroups. However, it is not easy to

properly define the number of subgroups and the number of selected features from the subgroups.

The pbest and gbest are two key components that affect the search behavior of PSO. In the multi-

objective scenario, the gbest can be selected from the currently found non-dominated set (archive) based on165

the definition of gbest in PSO. The pbest is generally determined based on the Pareto dominance concept

(Xue et al., 2013; Nguyen et al., 2020), i.e., the pbest is updated if a new particle position dominates the

current pbest. However, this dominance-based update strategy may not be a good way to update pbest for a

multi-objective PSO algorithm. This is because there is a high probability that the new position and pbest

do not dominate each other, which significantly reduces the chances of updating pbest and further affects170

the search performance of PSO. In recent years, the decomposition approaches have been used in many EC

techniques, including multi-objective genetic local search (MOGLS) (Ishibuchi & Murata, 1998), MOEA/D

(Zhang & Li, 2007), and decomposition-based interactive evolutionary algorithm (Tomczyk & Kadziński,

2020), to address multi-objective optimization problems (MOPs). The decomposition approaches can be

used to update pbest. They can convert the multiple objectives to be optimized into an aggregated objective,175

which can be used to determine the update of pbest. With a decomposition approach, any two solutions

(even if they do not dominate each other) can be compared. Therefore, a decomposition approach can be

a better way of updating pbest than the dominance-based update strategy. Moreover, the decomposition

approaches can well maintain the diversity of solutions with the pbests of particles because we can assign

different weight vectors to different particles to form their own aggregated objectives (Han et al., 2021).180

Thus, the search performance of the algorithm can be improved.

2.2. Decomposition of multi-objective optimization: Tchebycheff approach (TA)

The decomposition approaches aim to convert the task of approximating the Pareto front (PF) of a

MOP into a number of single objective optimization problems. The general used decomposition approaches

include the weighted sum approach (WSA), the TA, and the penalty boundary intersection approach (PBIA)185

(Zhang & Li, 2007). These three approaches have different characteristics for solving MOPs: a) WSA can

work well when the PF is convex, but it is weak in finding non-convex PFs; b) TA can address the weakness
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of WSA in obtaining non-convex PFs, however, the converted objective function in TA is not smooth (non-

differentiable) which proposes challenges for derivative-based optimization algorithms; c) PBIA has the

advantage over TA that it can find more uniformly distributed solutions when there are more than two190

objectives, however, it needs a properly predefined penalty parameter θ to ensure its performance. In this

paper, the TA is utilized to build a decomposition-based multi-objective PSO algorithm (i.e., the MOPSO-

LS) for KQC identification. Because the multi-objective KQC identification model to be optimized has two

objectives and PSO is a deviation-free optimization algorithm, the above-mentioned disadvantage of TA can

be avoided.195

Without loss of generality, suppose that we are considering a MOP with m objectives to be minimized:

minimize F(x) = (f1(x), ..., fm(x))T

subject to x ∈ Ω
(3)

where x is a solution, Ω ⊆ RD is the feasible solution region, and fj(x) (j = 1, 2, ...,m) is the jth objective

function. Then, we can use TA to convert the MOP in Eq. (3) into the following K single objective models:

minimize g(x|λk, z∗) = max
j∈{1,2,...,m}

{λkj |fj(x)− z∗j |}

subject to x ∈ Ω

, k = 1, 2, ...,K, (4)

where z∗ = (z∗1 , ..., z
∗
m)T is the reference point defined in the objective space, and each z∗j (j = 1, 2, ...,m) is

defined as z∗j = minx∈Ω fj(x). λk = (λk1 , ..., λ
k
m)T is a weight vector where each λkj (j = 1, 2, ...,m) denotes

the weight of the jth objective function for constructing the aggregated objective function g(x|λk, z∗).

Defining λ1,λ2, ...,λK as K evenly spread vectors, a set of evenly distributed solutions that approximate

the true PF can be found by solving the converted K single objective optimization models defined in Eq.200

(4).

3. Problem description

3.1. Modeling the production process

A multistage production process with L stages is illustrated in Fig. 2, where ui = (ui,1, ui,1, ..., ui,Ji
)T

(i = 1, 2, ..., L) is a vector that denotes the QCs (part and process parameters) at stage i (ui,j , j = 1, 2, . . . , Ji

denotes the jth QC), and yi is a vector of quality variables for the intermediate (i = 1, 2, ..., L− 1) or final

(i = L) product produced at stage i (Shi & Zhou, 2009). Following the assumption in Tsung et al. (2008),

we assume that the quality variables yi (i = 1, 2, . . . , L − 1) of the intermediate products are unobserved.

For the ith stage, the quality variables of the previous stage (i.e., yi−1) and the QCs ui are the factors that

affect the quality yj of the intermediate/final product. The relationship between yi−1, ui, and yi can be
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Figure 2: Illustration of a production process with L stages.

modeled as

yi =

Fi(ui), i = 1

Fi(ui,yi−1), ∀i ∈ {2, 3, ..., L}
. (5)

Since the input yi−1 at stage i is the output of the previous stage i− 1, we can aggregate the separate

relation models shown in Eq.(5) and obtain the following model:

yL = Fag1(u1,u2, ...,uL). (6)

According to Eq. (6), the QCs at each stage, i.e., u1,u2, ...,uL, are the factors that affect the quality

of final products. In this paper, we address the production process where the quality of final products is

measured by one variable (e.g., conforming or nonconforming). Thus, we can replace the vector of quality

variables yL with a scalar variable Y , which denotes the quality of final products. Moreover, supposing that

the total number of QCs of all the L stages is D, the QCs at all stages can be denoted by a new vector

Q = (Q1, Q2, ..., QD)T . So the relation model in Eq. (6) can be rewritten as

Y = Fag2(Q) (7)

3.2. KQC identification model

According to Eq. (7), the QCs, i.e., Q1, Q2, ..., QD, are the factors that affect the quality Y of final205

products. However, from a practical point of view, not all these QCs are equally important in terms of

product quality. Some QCs may be well controlled and the quality of final products is not sensitive to

variations of these QCs, and variations of some other QCs may significantly deteriorate the product quality.

It is required to select the KQCs strongly related to product quality to effectively control the quality of

products. Let Q = {Q1, Q2, ..., QD} be the set of original QCs. We define KQC identification as an FS210

problem of selecting a QC (feature) subset X ⊆ Q that has competent predictive performance for product

quality (the class label). In this paper, we address the production process where the products have two

quality levels. A mathematical description of this KQC identification problem is introduced as follows.
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Let D = {Q,y} be the production dataset with M products (instances) and D QCs, where Q ∈ RM×D is

a matrix denoting the measurements the QCs (features), i.e., Q1, Q2, ..., QD, and y ∈ BM×1 (B ∈ {−1,+1})215

is a vector denoting the measured quality level Y (i.e., the class label) for the products. Generally, two

possible scenarios would appear in a dataset collected from a production process: a) most products are

conforming and a few products are nonconforming, and b) most products are regular and a few products are

premium. Both these two scenarios create an imbalance issue for the production dataset D. In this paper,

Y = +1 is the minority/positive class which denotes the minority quality level (nonconforming/premium),220

and Y = −1 is the majority/negative class which denotes the majority quality level (conforming/regular).

With the dataset D, we can establish an empirical model that depicts the relationship between QCs and

product quality. In this paper, the NB classifier (John & Langley, 1995) is used to build the empirical model

for its high performance and conciseness. Then, based on the wrapper framework, KQC identification (FS)

can be formulated as an optimization problem of maximizing the classification performance (for product

quality) of the NB classifier by selecting the optimal QC subset X∗ ⊆ Q, and we obtain the following KQC

identification model:

minimize F(X) = (1− p(X), |X|)T

subject to X ⊆ Q
(8)

where X is a QC/feature subset, p(X) denotes the classification performance of the NB classifier for the

quality level of products by using X as the input QCs, and |X| denotes the number of QCs in X. In Eq.(8),

minimizing |X| is adopted as the second objective so the model’s ability to eliminate the irrelevant and

redundant QCs can be improved. It should be noted that both the continuous and discrete QCs can be225

handled by the KQC identification model defined in Eq.(8) because the NB classifier (John & Langley, 1995)

can address both the continuous and discrete features.

The classification performance measure p(X) in Eq.(8) should be further defined for the KQC identifi-

cation model. The confusion matrix in binary classification is shown in Table 1. The TP/TN indicates the

number of actual positive/negative instances that are correctly classified into the positive/negative class.230

The FP/FN indicates the number of actual negative/positive instances that are incorrectly classified into

the positive/negative class. Based on the notations in Table 1, we can define the classification performance

measure GM as

Table 1: Confusion matrix.

Actual condition
Predicted condition

Positive (+1) Negative (-1)

Positive (+1) True positive (TP) False negative (FN)
Negative (-1) False positive (FP) True negative (TN)
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GM =
√
Sensitivity ∗ Specificity (9)

where

Sensitivity =
TP

TP + FN
(10)

and

Specificity =
TN

TN + FP
. (11)

According to Eqs. (10) and (11), sensitivity is defined as the proportion of correctly classified positive

instances to all actual positive instances, and specificity is defined as the proportion of correctly classified235

negative instances to all actual negative instances. Thus, the geometric mean (i.e., GM) of sensitivity

and specificity is sensitive to the classification performance of both positive and negative instances, which

makes GM a good measure for unbalanced production data. The GM measure is used as the classification

performance measure in Eq. (8) (i.e., p(X) = GM(X)) to build a multi-objective KQC identification model

in our method to address the unbalanced production data.240

4. Proposed multi-objective optimization algorithm: MOPSO-LS

We propose a multi-objective optimization algorithm called MOPSO-LS to solve the multi-objective

KQC identification model defined in Eq. (8). MOPSO-LS combines the particle swarm based optimization

mechanism with a local search mechanism. To adapt to MOPs, the decomposition approach TA is utilized

to construct MOPSO-LS. Because MOPSO-LS finds a set (denoted by Θ) of non-dominated solutions (QC245

subsets), it is required to select the best compromise solution from Θ as the KQC set. In this paper, the

ideal point method (IPM) is adopted to select the best compromise solution. The procedure of IPM can be

found in Li et al. (2016). In the following subsections, the details of the proposed MOPSO-LS algorithm

will be introduced.

4.1. Overall procedure250

The overall procedure of MOPSO-LS is shown in Algorithm 1. Since we aim to solve the FS (KQC

identification) problem defined in Eq. (8), a dataset is required. We divide the original dataset D into

a training set Dtr and a test set Dte. Dtr is input to the algorithm for evaluating the objective function

values based on the KQC identification model. Dte is the unseen data used to verify the effectiveness of the

identified KQCs.255

As shown in Algorithm 1, the overall procedure of MOPSO-LS includes the “1. Initialization” and “2.

Iterations” steps. In the Initialization step, a swarm St (t = 0) of N particles is initialized. The solutions
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Algorithm 1: Pseudocode of the MOPSO-LS algorithm.

Input : The training set Dtr, the swarm size N , a set of N uniformly spread vectors {λ1,λ2, ...,λN}, the
size of neighbors T ;

Output : The non-dominated set Θ ;

/* 1. Initialization */

1 t← 0 ; /* Initialize the iteration counter. */

2 Θ← ∅ ; /* Initialize the non-dominated set. */

3 For each particle i = 1, 2, ..., N , set its neighbor index set Bi = {i1, ..., iT }, where λi1 ,λi2 , ...,λiT are the T

closest vectors of λi;
4 St ← {(xt

1,v
t
1), (xt

2,v
t
2), ..., (xt

N ,vt
N )} ; /* Initialize a swarm of N particles, where xt

i and vt
i

denote the position and velocity of the ith (i = 1, 2, ..., N) particle. */

5 Evaluate the objective function values (f1(x), f2(x))T using Eq. (8) for each particle position x in St;
6 For each particle i ∈ {1, 2, ..., N}, set its pbest as pi = xt

i ;
7 Θ← Update non-dominated set Θ with the particle positions in St ;

/* 2. Iterations */

8 repeat
/* 2.1 Particle swarm based optimization */

9 g← Select gbest from Θ ;
10 for particle i← 1, 2, ..., N do
11 vt+1

i ← Update the velocity vector based on g, pi, and xt
i using Eq. (1);

12 xt+1
i ← Update the position vector based on xt

i and vt+1
i using Eq. (2);

13 xt+1
i ← Update xt+1

i with the mutation operation (see Section 4.3).

14 end

15 St+1 ← {(xt+1
1 ,vt+1

1 ), (xt+1
2 ,vt+1

2 ), ..., (xt+1
N ,vt+1

N )} ;
16 Evaluate the objective function values using Eq. (8) for each particle in St+1 ;

/* Update the reference points. */

17 z∗ = (z∗1 , z
∗
2)T ← (minx∈{St+1∪Θ} f1(x),minx∈{St+1∪Θ} f2(x))T ,

z′ = (z′1, z
′
2)T ← (maxx∈Θ f1(x),maxx∈Θ f2(x))T ;

18 Update the pbest pi for each particle i ∈ {1, 2, ..., N} using the proposed decomposition-based pbest
update (DPU) strategy (see Section 4.4) ;

19 Θ← Update the non-dominated set Θ with particle positions in St+1 ;
/* 2.2 Local search */

20 L← Perform the local search (see Section 4.5) based on the solutions in Θ ;
21 Θ← Update the non-dominated set Θ with the solutions in L ;
22 t← t + 1 ;

23 until the termination condition;
24 return The non-dominated set Θ ;

(particle positions) in St are used to update the non-dominated set Θ and the pbest (denoted by pi) of each

particle i ∈ {1, 2, ..., N}.

In the Iterations step, we adopt two search steps, including “2.1 Particle swarm based optimization” and260

“2.2 Local search”, to update the solutions at each iteration. First, in the particle swarm based optimization

step, the following operations are conducted:

a) In the multi-objective optimization scenario, more than one best solution is generally stored in the

non-dominated set Θ during the iterations. So, different from single objective PSO that has only one

certain gbest at an iteration, any solution in Θ can be a candidate for gbest in MOPSO-LS. Therefore,265

we need to select a gbest vector g from Θ at each iteration (as shown in line 9 of Algorithm 1). To
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make each solution in Θ be uniformly selected, we use a counter variable cg for each solution in Θ to

record the number of times this solution is selected as the gbest. During the selection of gbest, the

solution with the smallest cg value is selected (if several solutions in Θ have the same smallest cg value,

we select gbest from these solutions at random). This selection strategy for gbest is beneficial for the270

algorithm to uniformly allocate computational resources to different regions of Θ.

b) As shown in lines 10 to 14 of Algorithm 1, the new velocity vt+1
i and position xt+1

i for each particle

i is first obtained with the PSO-based solution update mechanism shown in Eqs. (1) and (2). After

that, we adopt a mutation operation to further update the new position xt+1
i to avoid the premature

convergence problem. Then, the swarm St+1 for the next iteration is obtained and the objective275

function values for each particles are evaluated based on the optimization model in Eq. (8).

c) As shown in line 17 of of Algorithm 1, two reference points z∗ and z′ are updated based on the objective

function values (f1, f2)T of solutions in St+1 and the non-dominated set Θ. Specifically, z∗ is updated

as the minimum objective function values found by the algorithm so far, and z′ is updated as the

maximum objective function values obtained by current Θ. Given the two reference points and the280

new particle positions in St+1, the pbset pi for each particle i (i = 1, 2, ..., N) is updated using the

proposed DPU strategy. The non-dominated set Θ is updated as well with St+1.

After the particle swarm based optimization, the local search step (as shown in line 20 of Algorithm 1) is

conducted to locally update each solution in Θ. Θ is updated with the new solutions generated by the local

search step. Finally, the algorithm output Θ when the termination condition reaches.285

In the following subsections, the main components of MOPSO-LS, including solution encoding, mutation

operation, the DPU strategy, and local search, are introduced.

4.2. Solution encoding

In the proposed MOPSO-LS algorithm, the position of each particle i is designed as a D-dimensional real

vector xt
i = (xti,1, x

t
i,2, ..., x

t
1,D)T , where each xti,d ∈ [0, 1] (d = 1, 2, ..., D). This position vector represents a290

solution X (QC/feature subset) for the KQC identification problem of D original features given a threshold

parameter τ . Specifically, the dth QC is selected by xt
i if xti,d > τ and is eliminated by xt

i if xti,d ≤ τ .

The velocity vt
i = (vti,1, v

t
i,2, ..., v

t
1,D)T for each particle is a real vector where each vti,d ∈ [−vmax, vmax] (

d = 1, 2, ..., D). In this paper, we set τ = 0.6 and vmax = 0.6 as suggested in Xue et al. (2013). During the

initialization step of MOPSO-LS, each element in the position xt
i is randomly initialized in [0, 1] and each295

element in the velocity vt
i is initialized as 0. Note that, during the iterations of MOPSO-LS, if any xti,d in a

new position xt
i is out of the range [0, 1], we replace its value with xti,d = 0 or xti,d = 1 if xti,d < 0 or xti,d > 1.

Similarly, if any vti,d in a new velocity vt
i is out of the range [−0.6, 0.6], we replace its value with xti,d = −0.6

if xti,d < −0.6, and replace its value with xti,d = 0.6 if xti,d > 0.6.
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4.3. Mutation operation300

In GAs, the mutation operation is used to avoid the premature convergence problem. Similarly, in

MOPSO-LS (as shown in line 13 of Algorithm 1), we propose a mutation operation to further update the

position of each particle after the solution updating mechanism of standard PSO shown in Eqs. (1) and (2)

to improve its search performance. This mutation operation is conducted on each variable xti,d in a particle

position xt
i = (xti,1, x

t
i,2, ..., x

t
1,D)T with a probability of pm. A variable xti,d ≤ τ is changed to a random305

value in (τ, 1] and a variable xti,d > τ is changed to a random value in [0, τ ]. Thus, the mutation operation

changes the state that whether the dth QC is selected or not.

4.4. Decomposition-based pbest update (DPU) strategy

In the single objective optimization scenario, the pbest of each particle is updated when the objective

function value of a new position is better than that of the current pbest. This strategy is inherited in the310

two multi-objective PSO algorithms CMDPSO and NSPSO (Xue et al., 2013), where pbest is updated when

the new position of the particle dominates (decided using the Pareto dominance concept) the current pbest.

However, this strategy may not work well for updating pbest in a multi-objective PSO algorithm. The

update of pbest is difficult to be reached with the dominance-based strategy because there is a relatively

high probability that two solutions do not dominate each other, which can affect the search performance of315

a PSO algorithm.

To avoid the above mentioned problem of the dominance-based pbest update strategy, we propose a

DPU strategy for MOPSO-LS. The DPU strategy is based on TA described in Section 2.2. The update of

the pbest of each particle is determined based on the aggregated objective function value obtained by TA.

However, instead of using the objective function defined in Eq. (4), we use the following modified converting

function in MOPSO-LS:

g(x|λk, z∗, z′) = max
j∈{1,2}

{λkj |(fj(x)− z∗j )/(z′j − z∗j )|} (12)

where λk is the weight vector, and z∗ = (z∗1 , z
∗
2)T and z′ = (z′1, z

′
2)T are the two reference points mentioned

in Section 4.1. We can find that the difference between the modified converting function and the original

one is that we use an additional reference point z′, which records the maximum objective function values

z′1 and z′2 of solutions in Θ. The normalization operation is embedded in the modified converting function320

by using the additional reference point z′, since each fj(x) − z∗j is normalized as (fj(x) − z∗j )/(z′j − z∗j ).

This modification can be very beneficial for MOPSO-LS because the ranges of the objective functions f1

and f2 in the KQC identification problem are substantially different. The range of f1 (which measures the

classification performance of a QC subset) is [0, 1], while the range of f2 (which measures the number of

selected QCs) is much larger.325
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Based on the modified TA-based converting function, we obtain the procedure of the DPU strategy,

which is shown in Algorithm 2. According to the algorithm, the new position xt+1
i of each particle is used

to update the pbest of its neighbors decided by the set Bi = {i1, i2, ..., iT }. As shown in line 3 of the

algorithm, if we use xt+1
i to update the pbest pj of neighbor j, the weight vector λj of this neighbor is

used to compute the aggregated objective function values g(xt+1
i |λj , z∗, z′) and g(pj |λj , z∗, z′) with Eq.330

(12). And we replace the current pj with xt+1
i if g(xt+1

i |λj , z∗, z′) is smaller than g(pj |λj , z∗, z′). With this

strategy, we can update the pbests of all the particles with the new positions.

Algorithm 2: Pseudocode of the DPU strategy.

Input : Reference points z∗ and z′, the pbests {p1,p2, ...,pN} of particles, new particle positions
{xt+1

1 ,xt+1
2 , ...,xt+1

N }, the uniformly spread vectors {λ1, ...,λN}, and neighbor index sets
Bi = {i1, i2, ..., iT } (i = 1, 2, ..., N) of particles ;

Output : The updated pbests pi (i = 1, 2, ..., N) of particles ;

1 for particle i← 1, 2, ..., N do
2 foreach neighbor j ∈ Bi do
3 if g(xt+1

i |λj , z∗, z′) < g(pj |λj , z∗, z′) then
4 pj ← xt+1

i ;
5 end

6 end

7 end

4.5. Local search

In MOPSO-LS, the local search is conducted at each iteration to update the non-dominated set Θ after

applying the particle swarm based optimization. A solution x ∈ Θ represents a QC/feature subset for335

the KQC identification problem. For x, two possible operations can be applied for the local search, i.e.,

the adding and removing operations. The adding operation selects a new QC to x while the removing

operation eliminates an existing QC from x. In this paper, the adding and removing operations are adopted

in MOPSO-LS to perform the local search. To perform the adding operation on x, each QC that is not in x

can be selected, which results in D−|x| (|x| is the number of QCs selected by x) possible adding operations.340

Similarly, there are |x| possible removing operations. To reduce the number of the local search operations

at each iteration, only one adding operation and one removing operation are conducted for each x ∈ Θ. The

adding operation randomly selects a QC into x and the removing operation randomly eliminates a QC from

x.

According to the above analysis, we obtain the mathematical expressions of the adding and removing

operations as follows. Let x = (x1, x2, ..., xD)T be a solution in Θ, I0 = {i1, i2, ..., i(D−|x|)} be the index

set where each xj ≤ τ (j ∈ I0), and I1 = {i1, i2, ..., i|x|} be the index set where each xj > τ (j ∈ I1). The

adding operation randomly selects an index j from I0 and generates a new solution based on x by update
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its xj as

xnewj = 1− (1− τ) ∗ xj
τ
. (13)

The removing operation randomly selects an index j from L1 and generates a new solution based on x by

update its xj as

xnewj = τ ∗ 1− xj
1− τ

. (14)

5. Experimental design345

This section presents the datasets, benchmark methods, and experimental configuration used to verify

the proposed MOPSO-LS algorithm.

5.1. Datasets

Four unbalanced production datasets, i.e., PAPER (Wold et al., 2001), ADPN (Gauchi & Chagnon,

2001), LATEX (Gauchi & Chagnon, 2001), and SPIRA (Gauchi & Chagnon, 2001), are used to verify350

MOPSO-LS. The PAPER dataset was collected from the manufacturing of recycled papers. The QCs

that affect the final quality of products include temperatures, flows, concentrations, etc., in the production

process. The ADPN dataset was collected from the production process of adiponitrile. The QCs include

flows, temperatures, and pressures in the production process. LATEX was collected from the emulsion

polymerization batch operations of the production process for latex. The QCs include catalyst levels,355

reactive concentrations, temperatures, etc. The SPIRA dataset was taken from the fermentation process

used to produce an antibiotic. The QCs include temperature levels, oxygen consumption peaks, etc. The

original PAPER, ADPN, LATEX, and SPIRA datasets have a continuous response variable measuring the

quality of products. Anzanello et al. (2009) converted the continuous response variable for each of these

datasets into a discrete class label by the given thresholds in the original studies (Wold et al., 2001; Gauchi &360

Chagnon, 2001), so that the classification models apply to these datasets. The products in the four converted

datasets are classified as the “premium (+1)” and “regular (-1)” quality levels. In the experiments, the four

converted datasets are used to verify the proposed MOPSO-LS algorithm. The detailed information of the

four datasets is shown in Table 2.

Table 2: The production datasets.

Dataset
Number of
products (instances)

Number of
premium (+1) products

Number of
regular (-1) products

Number of
QCs (features)

PAPER 384 33 351 54
ADPN 71 20 51 100
LATEX 262 78 184 117
SPIRA 145 50 95 96
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5.2. Benchmark methods365

To evaluate the KQC identification performance of MOPSO-LS, six benchmark FS methods, including

SFS (Kohavi & John, 1997), SBS (Kohavi & John, 1997), CMDPSOFS (Xue et al., 2013), NSPSOFS

(Xue et al., 2013), NSGAII-IPM (Li et al., 2016), and IDMS-IPM (Li et al., 2016), are utilized in the

experiments. These methods are based on the same wrapper framework as that used in MOPSO-LS. SFS

and SBS are two wrapper methods based on greedy search strategies. SFS searches for the best feature370

(QC) subset forwardly by selecting the informative features in the feature subset. SBS searches for the

best feature subset backwardly by eliminating uninformative features. CMDPSOFS and NSPSOFS are two

wrapper methods that apply two multi-objective PSO algorithms, CMDPSO and NSPSO, to solve a multi-

objective FS model. NSGAII-IPM is a wrapper method that utilizes a modified NSGA-II algorithm to solve

a multi-objective FS model. This method is proposed for identifying KQCs in production processes. The375

multi-objective FS model used in CMDPSOFS, NSPSOFS, and NSGAII-IPM is defined as maximizing the

accuracy rate and minimizing the number of selected features. IDMS-IPM is a recently proposed wrapper

method that adopts the IDMS algorithm for solving an FS model. IDMS-IPM is also proposed for KQC

identification. This method adopts the same KQC identification (FS) model as that used in MOPSO-LS.

The NSGAII-IPM and DMS-IPM methods utilize the IPM in the second FS phase to select the final KQC380

set from the non-dominated solutions found by the multi-objective optimization algorithms, which is the

same as MOPSO-LS. Similarly, we apply IPM to obtain the final KQC set for CMDPSOFS and NSPSOFS

in the experiments for comparisons.

5.3. Experimental configuration

To evaluate the KQC identification performance of MOPSO-LS and the benchmark methods, the 10-fold385

cross-validation (CV) (Rodriguez et al., 2010) is used to design the experiments. In a 10-fold CV process,

the original dataset is divided into 10 folds (denoted by F1, F2,..., F10), and 10 pairs of the training set

and test set are generated. Specifically, for the ith (i = 1, 2, ..., 10) pair, the fold Fi is adopted as the test

set Dte and the other 9 folds is combined as the training set Dtr. In an experimental run, Dtr is used

by the FS methods to select the KQC set, and the unseen Dte is then used to verify the goodness of the390

obtained KQC set. Thus, a 10-fold CV results in 10 experimental runs. Because the proposed MOPSO-LS

and the benchmark methods except for SFS and SBS are based on random search strategies. We repeat

the 10-fold CV 3 times (i.e., 30 runs of the experiments) with different random seeds for these FS methods.

The results for the 30 runs are used to compare these methods. Note that the FS methods tested in the

experiments are based on the wrapper framework that evaluates the importance of a feature subset based on395

the classification performance measures. In the experiments, we apply the inner 5-fold CV on the training

set Dtr to evaluate the classification performance of feature subsets for these FS methods as suggested in

Kohavi & John (1997). The learning algorithm used in the experiments is the NB classifier (John & Langley,
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1995). This classifier is used as an inner component of the wrapper-based FS methods for evaluating the

feature subsets as introduced in Section 3.2. Additionally, in the test phase, the NB classifier is used to400

evaluate the effectiveness (the classification performance for product quality) of the found KQC sets of the

FS methods.

We implement the experiments on a PC with a 3.6 GHz CPU and 16 GB RAM. SFS, SBS, and the NB

classifier are implemented based on the Weka (Waikato Environment for Knowledge Analysis) data mining

package (Hall et al., 2009). The FS methods except for SFS and SBS are implemented in Matlab 2021a.405

It should be noted that the PAPER dataset is highly unbalanced because it includes substantially more

regular products than premium products. This can significantly affect the classification performance of the

used NB classifier. Therefore, we modify the NB classifier used in PAPER by embedding an up-sampling

process as suggested in Li et al. (2020). Specifically, we first balance the training set with the up-sampling

strategy by duplicating the positive instances (premium products) for [#nIns/#pIns − 1] times (#pIns410

and #nIns denotes the number of positive and negative instances respectively), and then, use the balanced

training set to train the NB classifier.

In the experiments, SFS and SBS utilize the default settings in Weka. In CMDPSOFS, NSPSOFS, and

NSGAII-IPM, the swarm/population size is set as N = 100 as used in Li et al. (2019) and the maximum

number of iterations is set as Tmax = 100, which means 10, 000 function evaluations are used. To make a fair415

comparison, the termination condition in MOPSO-LS and IDMS-IPM is set as 10, 000 function evaluations.

Other parameters used in MOPSO-LS, CMDPSOFS, NSPSOFS, and NSGAII-IPM are set as follows. In

MOPSO-LS, we set the size of neighbors T = 10 (the same as that used in MOEA/D (Zhang & Li, 2007))

and set the mutation probability pm = 1/D. Moreover, we set the inertia weight w = 0.7298 and accelerate

parameters c1 = c2 = 1.49618 as suggested in Xue et al. (2013). In CMDPSOFS, the mutation probability420

is set as pm = 1/D, the inertia weight w is a random number in [0.1, 0.5], c1 and c2 are random numbers

in [1.5, 2.0] as suggested in Xue et al. (2013). In NSPSOFS, we set w = 0.7298 and c1 = c2 = 1.49618 (Xue

et al., 2013). Moreover, in CMDPSO and NSPSOFS, we set the threshold parameter τ = 0.6 and vmax = 0.6

(Xue et al., 2013). In IDMS-IPM, we set α0 = 2, β1 = β2 = 0.95, and γ = 1 as suggested in Li et al. (2019).

6. KQC identification results and discussion425

This section presents the KQC identification results of the proposed MOPSO-LS algorithm and bench-

mark methods. The metrics used for comparing these methods are accuracy, sensitivity & specificity, GM,

the number of selected KQCs, and computational time. The accuracy, sensitivity & specificity, and GM

metrics (introduced in Section 3.2) measure the classification performance for product quality of a KQC set,

which indicates the effectiveness of these selected KQCs. To calculate the accuracy, sensitivity & specificity,430

and GM values of an FS method in each experimental run, the classification results on the test set with the
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learning algorithm built by the selected KQCs are used. The number of selected KQCs indicates the feature

reduction performance of these methods. If a method can obtain good classification performance while

selecting a few KQCs, this method performs effectively in KQC identification as it effectively eliminates

irrelevant and redundant QCs. Because 30 results are obtained for each method from the 30 experimental435

runs, we compare MOPSO-LS with each benchmark method using the Wilcoxon signed-rank test (Wilcoxon,

1945) on each of the above-mentioned performance metrics.

Tables 3 to 8 show the results of accuracy, sensitivity, specificity, GM, the number of selected KQCs, and

computational time obtained by the FS methods on the four production datasets. For each method, the

mean and standard deviation (i.e., mean ± standard deviation) of each performance metric over the 30 runs440

are recorded for each dataset in these tables. The signs “�”, “ ↑ ” , “�”, and “↓” show the significance test

results from the Wilcoxon signed-rank test. The “�” or “�” indicates the mean value of the performance

metric of MOPSO-LS is significantly better or worse than that of the compared method at a significance

level of α = 0.05 (P-value < 0.05), and the “↑” or “↓” indicates the mean value of the performance metric

of MOPSO-LS is significantly better or worse than that of the compared method at a significance level of445

α = 0.1 (P-value < 0.1). The detailed analysis based on the results in these tables are given in Sections 6.1

to 6.5 and the discussion is presented in Section 6.6.

6.1. Comparison of the accuracy results

Table 3 shows the accuracy rates of the FS methods. On PAPER, MOPSO-LS obtains a mean accuracy

rate of 87.08%, which is slightly lower than the benchmark methods except for SFS. The significance test450

results show that MOPSO-LS obtains a significantly lower accuracy rate than CMDPSOFS and NSPSOFS,

obtains a significantly higher accuracy rate than SFS. On ADPN, MOPSO-LS obtains a mean accuracy rate

of 83.75%, which is higher than the mean accuracy rates of all the benchmark FS methods. The significance

test results indicate that MOPSO-LS performs significantly better than SFS, SBS, and CMDPSOFS. On

LATEX, MOPSO-LS obtains a mean accuracy rate of 79.44%, similar to that of the benchmark methods455

except for SBS. On SPIRA, MOPSO-LS obtains a mean accuracy rate of 77.52%, significantly higher than

that of CMDPSOFS. SFS obtains the best accuracy rate of 82.81%, which is significantly better than

MOPSO-LS. Overall, in most cases, the proposed MOPSO-LS can obtain accuracy rates better than or

similar to the benchmark methods on the four datasets. This indicates that MOPSO-LS obtains acceptable

results in terms of accuracy compared with the benchmark methods.460

Table 3: The accuracy rates (%) obtained by the FS methods.

Dataset MOPSO-LS SFS SBS CMDPSOFS NSPSOFS NSGAII-IPM IDMS-IPM
PAPER 87.08 ± 4.58 82.06 ± 7.40 ↑↑ 87.99 ± 5.59 89.02 ± 5.24 ↓↓ 90.15 ± 4.23 ↓↓ 88.35 ± 4.68 87.52 ± 5.17
ADPN 83.75 ± 8.14 77.32 ± 13.22 ↑↑ 75.71 ± 14.36 ↑↑ 76.66 ± 13.30 ↑↑ 80.88 ± 11.11 81.76 ± 10.14 80.14 ± 13.13
LATEX 79.44 ± 7.86 78.62 ± 6.72 76.75 ± 8.72 79.29 ± 7.94 78.13 ± 6.06 79.27 ± 8.00 79.26 ± 6.37
SPIRA 77.52 ± 10.25 82.81 ± 5.38 ↓↓ 73.38 ± 11.53 73.68 ± 9.14 ↑↑ 79.64 ± 7.80 76.65 ± 7.79 76.58 ± 7.58
AVERAGE 81.95 80.20 78.46 79.66 82.20 81.51 80.88
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Table 4: The sensitivity rates (%) obtained by the FS methods.

Dataset MOPSO-LS SFS SBS CMDPSOFS NSPSOFS NSGAII-IPM IDMS-IPM
PAPER 90.00 ± 14.34 58.33 ± 30.28 ↑↑ 80.83 ± 20.43 ↑↑ 71.94 ± 24.67 ↑↑ 74.77 ± 17.72 ↑↑ 66.84 ± 25.03 ↑↑ 88.61 ± 14.19
ADPN 80.83 ± 27.14 75.00 ± 25.00 65.00 ± 32.02 ↑↑ 63.12 ± 37.44 ↑↑ 67.50 ± 33.01 ↑↑ 75.28 ± 29.38 75.83 ± 26.99
LATEX 72.02 ± 20.24 49.82 ± 17.79 ↑↑ 63.93 ± 15.23 ↑ 64.88 ± 18.47 ↑↑ 57.89 ± 23.86 ↑↑ 63.48 ± 21.21 ↑↑ 73.27 ± 18.04
SPIRA 67.33 ± 14.13 74.00 ± 15.62 ↓↓ 62.00 ± 24.41 61.78 ± 18.45 63.67 ± 20.73 63.56 ± 20.22 68.67 ± 18.39
AVERAGE 77.55 64.29 67.94 65.43 65.96 67.29 76.60

6.2. Comparison of the sensitivity and specificity results

Table 4 shows the sensitivity rates obtained by the FS methods, which reflects the performance of the

identified KQCs for classifying the positive instances (i.e., the premium products). On PAPER, MOPSO-LS

obtains a mean sensitivity value of 90.00%, which is significantly higher than that of SFS, SBS, CMDPSOFS,

NSPSOFS, and NSGAII-IPM. Meanwhile, the mean sensitivity rate obtained by IDMS-IPM is slightly lower465

than that of MOPSO-LS. On ADPN, MOPSO-LS obtains a mean sensitivity rate of 80.83%, which is higher

than that of all the benchmark methods, and the difference of the sensitivity results between MOPPSO-LS

and SBS/CMDPSOFS/NSPSOFS is significant. On LATEX, MOPSO-LS obtains a mean sensitivity rate of

72.02%, which is significantly higher than the benchmark methods except for IDMS-IPM. IDMS-IPM obtains

a slightly better sensitivity rate (i.e., 73.27%) than MOPSO-LS, but no evidence indicates the difference is470

statistically significant. On SPIRA, MOPSO-LS obtains a mean sensitivity rate of 67.33%, which is lower

than that of SFS and IDMS-IPM, and higher than other methods. SFS acquires the best sensitivity rate

on SPIRA, and its sensitivity rate is significantly higher than the proposed MOPSO-LS. According to the

average results, MOPSO-LS and IDMS-IPM obtain substantially better average sensitivity rates than other

methods. This indicates that these two methods can obtain KQCs that have good performance in classifying475

the minority premium products in the datasets.

Table 5 shows the specificity rates obtained by the FS methods, which reflects the performance of KQCs

for classifying the negative instances (i.e., the regular products). On PAPER, MOPSO-LS obtains a mean

specificity rate of 86.80%, which is significantly lower than that of CMDPSOFS, NSPSOFS, and NSGAII-

IPM, close to that of SBS and IDMS-IPM, and higher than that of SFS. On ADPN, MOPSO-LS obtains a480

mean specificity rate of 84.89%, which is significantly higher than that of SFS and SBS. The mean specificity

rate of MOPSO-LS is only slightly lower than NSPSOFS, but no evidence shows that the difference between

MOPSO-LS and NSPSOFS is significant. On LATEX, MOPSO-LS obtains a specificity rate of 82.65%,

which is similar to SBS and IDMS-IPM. Meanwhile, the specificity rate of MOPSO-LS is significantly lower

than that of SFS, CMDPSOFS, NSPSOFS, and NSGAII-IPM. On SPIRA, MOPSO-LS obtains a specificity485

rate of 82.96%, which is higher than or similar to that of the benchmark methods except for SFS and

NSPSOFS.

Overall, the above results indicate that MOPSO-LS obtains significantly better sensitivity results in

most cases. Meanwhile, MOPSO-LS does not obtain significantly better specificity rates than benchmark

20



Table 5: The specificity rates (%) obtained by the FS methods.

Dataset MOPSO-LS SFS SBS CMDPSOFS NSPSOFS NSGAII-IPM IDMS-IPM
PAPER 86.80 ± 4.56 84.36 ± 7.60 88.88 ± 7.17 90.64 ± 4.70 ↓↓ 91.59 ± 4.22 ↓↓ 90.40 ± 4.71 ↓↓ 87.46 ± 5.50
ADPN 84.89 ± 12.26 78.00 ± 20.88 ↑↑ 80.00 ± 12.65 ↑↑ 82.15 ± 13.40 86.06 ± 12.40 84.20 ± 12.45 81.82 ± 15.66
LATEX 82.65 ± 7.75 90.70 ± 5.63 ↓↓ 82.14 ± 9.36 85.34 ± 8.93 ↓ 86.60 ± 8.10 ↓↓ 85.84 ± 7.99 ↓ 81.77 ± 7.38
SPIRA 82.96 ± 14.24 87.56 ± 8.90 ↓ 79.22 ± 11.32 79.93 ± 12.17 ↑ 88.11 ± 9.73 83.55 ± 11.83 80.71 ± 9.88
AVERAGE 84.33 85.15 82.56 84.52 88.09 86.00 82.94

Table 6: The GM values (%) obtained by the FS methods.

Dataset MOPSO-LS SFS SBS CMDPSOFS NSPSOFS NSGAII-IPM IDMS-IPM
PAPER 88.09 ± 8.06 65.36 ± 25.44 ↑↑ 83.68 ± 9.58 ↑↑ 78.47 ± 19.51 ↑↑ 81.70 ± 11.12 ↑↑ 74.44 ± 22.22 ↑↑ 87.70 ± 7.79
ADPN 79.64 ± 18.46 73.78 ± 12.54 ↑↑ 67.51 ± 27.25 ↑↑ 62.58 ± 33.31 ↑↑ 69.80 ± 27.68 ↑ 75.26 ± 23.28 75.77 ± 20.43
LATEX 75.84 ± 13.52 66.12 ± 12.12 ↑↑ 71.92 ± 10.54 ↑ 73.33 ± 11.62 68.55 ± 14.15 ↑↑ 72.27 ± 14.32 76.58 ± 9.86
SPIRA 74.02 ± 9.98 79.72 ± 7.00 ↓↓ 66.09 ± 23.91 69.12 ± 10.72 ↑↑ 73.33 ± 12.71 70.42 ± 15.52 73.35 ± 10.42
AVERAGE 79.40 71.24 72.30 70.88 73.35 73.09 78.35

methods in most cases. In some cases, MOPSO-LS obtains slightly worse specificity rates than benchmark490

methods. This shows that MOPSO-LS prefers to improve the classification performance for the minority

premium quality products compared with the benchmark methods (except for IDMS-IPM). Moreover, we

find that, compared with MOPSO-LS, the sensitivity rates of benchmark methods (except for IDMS-IPM)

are generally substantially lower than the specificity rates. This indicates these methods do not perform well

in selecting the real KQCs that effectively predict the quality of both the premium and regular products.495

Different from other benchmark methods, IDMS-IPM shows similar performance on the sensitivity and

specificity metrics compared with MOPSO-LS. This indicates the multi-objective KQC identification model

used in MOPSO-LS and IDMS-IPM is more effective than that of other methods. In the next section, we

will use an integrated measure of sensitivity and specificity, i.e., GM, to further illustrate the effectiveness

of MOPSO-LS.500

6.3. Comparison of the GM results

Table 6 shows the GM values obtained by the FS methods. GM is a widely used measure for evaluating

classification performance on unbalanced data. A high GM value indicates the KQCs identified by an FS

method have good classification performance for both the premium and regular products. Thus, GM can

reflect the KQC identification performance.505

On PAPER, MOPSO-LS obtains a GM value of 88.09%, which is significantly higher than that of the

benchmark methods except for IDMS-IPM. On ADPN, MOPSO-LS obtains a mean GM value of 79.64%,

which is significantly higher than that of SFS, SBS, CMDPSOFS, and NSPSOFS. Meanwhile, MOPSO-LS

obtains a higher mean GM value than NSGAII-IPM and IDMS-IPM, but the significance test results are

not significant. On LATEX, MOPSO-LS obtains a higher mean GM value (75.84%) than all the benchmark510

methods, and the difference between MOPSO-LS and SFS/SBS/NSPSOFS is significant. On SPIRA, SFS

obtains the best mean GM value. Meanwhile, the mean GM value of MOPSO-LS is higher than the

benchmark methods except for SFS. According to the average results over the four datasets, MOPSO-LS
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Table 7: The number of selected KQCs of each FS method.

Dataset MOPSO-LS SFS SBS CMDPSOFS NSPSOFS NSGAII-IPM IDMS-IPM
PAPER 2.77 ± 0.50 4.00 ± 1.79 ↑↑ 18.20 ± 9.82 ↑↑ 4.67 ± 1.40 ↑↑ 5.37 ± 1.58 ↑↑ 4.80 ± 0.87 ↑↑ 3.20 ± 0.87 ↑↑
ADPN 2.43 ± 0.56 5.30 ± 1.27 ↑↑ 25.80 ± 9.87 ↑↑ 6.07 ± 1.75 ↑↑ 3.47 ± 1.28 ↑↑ 2.80 ± 0.60 ↑↑ 15.93 ± 6.45 ↑↑
LATEX 3.67 ± 0.91 7.70 ± 2.90 ↑↑ 93.80 ± 15.85 ↑↑ 10.37 ± 2.44 ↑↑ 5.00 ± 1.81 ↑↑ 5.87 ± 2.17 ↑↑ 30.00 ± 4.85 ↑↑
SPIRA 3.57 ± 0.96 3.50 ± 1.02 51.70 ± 16.51 ↑↑ 6.60 ± 1.85 ↑↑ 3.57 ± 1.20 4.07 ± 1.26 ↑ 17.83 ± 4.71 ↑↑
AVERAGE 3.11 5.12 47.38 6.92 4.35 4.38 16.74

obtains a substantially higher average GM value than the benchmark methods except for IDMS-IPM. The

above results indicate that MOPSO-LS generally obtains significantly better GM values than the benchmark515

methods except for IDMS-IPM, which shows its effectiveness for KQC identification on the unbalanced

production data.

6.4. Comparison of the number of selected KQCs

Table 7 shows the number of selected KQCs obtained by the FS methods. MOPSO-LS selects signifi-

cantly fewer KQCs than all the benchmark methods on PAPER, ADPN, and LATEX, and selects signif-520

icantly fewer KQCs than the benchmark methods except for SFS and NSPSOFS on SPIRA. No evidence

indicates that MOPSO-LS selects significantly more KQCs than the benchmark methods. These results

show that MOPSO-LS has much better feature reduction performance than the benchmark methods. More-

over, without considering MOPSO-LS, SFS, CMDPSOFS, NSPSOFS, and NSGAII-IPM perform the best

on feature reduction and the average number of selected KQCs of these methods is around 5. SBS performs525

the worst on feature reduction as the average number of selected KQCs is 47.38, which is substantially larger

than that of other methods. This is because the greedy search nature of SBS makes it easily trapped into

local optima (i.e., QC subset with a large size). The feature reduction performance of IDMS-IPM is between

SBS and other methods as it selects 16.74 KQCs on average.

To further evaluate the feature reduction performance of MOPSO-LS, the results of the number of530

selected QCs during the iterations are drawn in Fig. 3 for MOPSO-LS and the benchmark multi-objective

FS methods, i.e., CMDPSOFS, NSPSOFS, NSGAII-IPM, and IDMS-IPM. Because all these FS methods

are multi-objective approaches, the best “solution” at each iteration is the non-dominated set instead of

a single solution. To facilitate the comparison, we use the median of the number of selected QCs for

the non-dominated solutions found at each iteration as the metric to compare the methods. Moreover,535

as 30 experimental runs are conducted, the shown curves in Fig. 3 are drawn with the average value

of the 30 medians from the 30 runs. According to Fig. 3, MOPSO-LS shows better feature reduction

performance than the benchmark methods except for NSPSOFS during the whole evolutionary process

since the curves of MOPSO-LS are lower than these methods on the four datasets. On PAPER, compared

with NSPSOFS, MOPSO-LS obtains a lower curve, which denotes that MOPSO-LS shows better feature540

reduction performance. On ADPN, LATEX, and SPIRA, although MOPSO-LS reduces the number of

selected QCs slower than NSPSOFS at the early stage of the evolutionary process, MOPSO-LS can obtain
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lower curves than NSPSOFS when the number of function evaluations is larger than around 2,000. It is

also found that MOPSO-LS, CMDPSO, and NSPSOFS start with a smaller value of the number of selected

QCs than NSGAII-IPM and IDMS-IPM. This is because MOPSO-LS, CMDPSO, and NSPSOFS adopt a545

threshold value τ = 0.6 to determine the selection of QCs for each encoded particle in the swarm, which

means less than 50% QCs are expected to be selected by the initialized particles of the three methods.

Overall, the results in Table 7 and Fig. 3 indicate that MOPSO-LS has good feature reduction performance.
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Figure 3: The number of selected QCs during the iterations for the multi-objective FS methods.

6.5. Comparison of the computational time

Table 8 shows the mean and standard deviation of the computational time over 30 runs of each method550

on each dataset. Overall, SFS is the most time efficient as it consumes much less time than other methods

on the four datasets. SBS costs substantially more time than other methods on the datasets except for

PAPER. The computational time of MOPSO-LS is close to the benchmark methods except for SFS and
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SBS on the four datasets. The reason for the similar computational time between MOPSO-LS and these

benchmark methods is that they terminate the algorithm with the same number of function evaluations.555

These benchmark methods require similar computational time to MOPSO-LS for function evaluations, which

is the most time consuming part of these wrapper-based FS methods. Overall, the above results indicate that

the improvement of the KQC identification performance of MOPSO-LS does not require more computational

resources.

Table 8: Comparison of computational time (in minutes) of the FS methods

Dataset MOPSO-LS SFS SBS CMDPSOFS NSPSOFS NSGAII-IPM IDMS-IPM
PAPER 7.04 ± 0.52 0.20 ± 0.11 ↓↓ 7.36 ± 1.10 ↑↑ 7.51 ± 0.36 ↑↑ 7.03 ± 0.68 6.84 ± 0.24 ↓ 4.85 ± 0.52 ↓↓
ADPN 1.80 ± 0.13 0.17 ± 0.04 ↓↓ 5.47 ± 0.69 ↑↑ 1.52 ± 0.06 ↓↓ 1.38 ± 0.08 ↓↓ 1.44 ± 0.04 ↓↓ 1.45 ± 0.12 ↓↓
LATEX 7.94 ± 0.68 1.04 ± 0.53 ↓↓ 30.65 ± 13.86 ↑↑ 9.49 ± 0.67 ↑↑ 7.39 ± 1.19 ↓↓ 8.60 ± 0.62 ↑↑ 9.53 ± 0.75 ↑↑
SPIRA 3.49 ± 0.26 0.18 ± 0.06 ↓↓ 13.59 ± 2.04 ↑↑ 3.35 ± 0.20 ↓↓ 2.87 ± 0.26 ↓↓ 3.14 ± 0.15 ↓↓ 3.30 ± 0.32 ↓↓
AVERAGE 5.07 0.40 14.27 5.47 4.67 5.00 4.78

6.6. Discussion560

The results in Sections 6.1 to 6.3 indicate the identified KQCs of the proposed MOPSO-LS obtain good

classification performance on the four unbalanced production datasets. Compared with the benchmark

methods, MOPSO-LS obtains similar or better accuracy rates and obtains significantly better GM results

in most cases. The comparisons in terms of sensitivity and specificity reveal that MOPSO-LS obtains good

classification performance for both the minority premium and majority regular products. These results565

indicate that MOPSO-LS properly selects the KQCs that can effectively predict the quality of products.

Further comparisons of the number of selected KQCs show that MOPSO-LS performs effectively on feature

reduction as the number of selected KQCs of MOPSO-LS is generally very small on each dataset. Therefore,

MOPSO-LS is effective for identifying KQCs on these unbalanced production datasets. The effectiveness of

MOPSO-LS can be explained by the following two reasons:570

• The KQC identification model adopted by MOPSO-LS is effective on the unbalanced production

data. MOPSO-LS and IDMS-IPM adopt the same model that aims at maximizing the GM value and

minimizing the number of selected QCs. A high GM value requires good classification performance on

both premium and regular products. It is a better classification performance than the accuracy used in

other benchmark methods for unbalanced data. Therefore, by optimizing this model, the KQCs with575

a good classification capability for product quality can be selected by MOPSO-LS and IDMS-IPM.

• The proposed MOPSO-LS has good search performance for solving the KQC identification model.

The results in Sections 6.1 to 6.3 have shown that MOPSO-LS selects substantially fewer KQCs

while obtaining better classification results than IDMS-IPM even though these two methods adopt

the same KQC identification model. This indicates that MOPSO-LS has better search performance580

than IDMS-IPM. However, since CMDPSOFS, NSPSOFS, and NSGAII-IPM utilize a model different
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from MOPSO-LS, the search performance is not comparable between the three benchmark methods

and MOPSO-LS. Therefore, in Section 7, we further compare the search performance of MOPSO-LS

and benchmark optimization algorithms with additional experiments.

The proposed MOPSO-LS algorithm is a data-driven approach that utilizes the data collected from585

the production process for selecting KQCs related to the quality of final products. It can be used to

identify the potential factors that cause the failure of production processes. The identified KQCs can

be used to build an effective quality prediction model. Such a quality prediction model can be used to

build a virtual metrology (VM) (Chien et al., 2022) or soft sensor (Feng et al., 2021) method to improve

the efficiency in measuring product quality, which can substantially improve the efficiency and quality590

of production processes. Furthermore, since the proposed MOPSO-LS algorithm helps in the control of

production processes by using the production data, it follows the basic principles of total quality management

(TQM) such as process-centered approach and fact-based decision making. Therefore, MOPSO-LS can be

a useful quality engineering tool to help manufacturing enterprises implement the TQM.

There are also some limitations in the proposed MOPSO-LS algorithm. First, we have applied MOPSO-595

LS to four datasets from different production processes to verify its performance. For each production process

(e.g., the paper recycling process), only one dataset is applied to decide the KQCs. From a practical point

of view, it is required to use different datasets from the same production process to further confirm if the

identified KQCs of MOPSO-LS are the real key factors affecting product quality. Due to a lack of available

datasets, we have not done this type of experiment to further validate the identified KQCs. It is valuable to600

verify the robustness and effectiveness of existing data-driving KQC identification approaches on different

datasets from the same production process in the future. This is also beneficial for confirming the correctness

of the KQC identification results for the production process. Second, the data-driven feature of MOPSO-LS

makes it a general approach applicable to different types of production processes. However, one limitation

of MOPSO-LS is that it does not apply any domain knowledge in KQC identification. Embedding domain605

knowledge in MOPSO-LS is beneficial for further improving its performance for a particular production

process. This would be another valuable topic worth to be studied in the future.

7. Further analysis of the search performance

In Section 6, we have verified the KQC identification performance of MOPSO-LS. As we discussed, the

effectiveness of the applied KQC identification model for the unbalanced production data is one reason for610

the effectiveness of MOPSO-LS. Another possible reason is that MOPSO-LS has good search performance.

In this section, we will analyze the search performance of MOPSO-LS in detail.
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7.1. Benchmark algorithms

We compare the search performance of MOPSO-LS with the search algorithms used in the benchmark

multi-objective FS methods introduced in Section 5, which include CMDPSOFS, NSPSOFS, NSGAII-IPM,615

and IDMS-IPM. We denote the search algorithms used in these FS methods by CMDPSO, NSPSO, MNSGA-

II (a modified NSGA-II), and IDMS. Compared with MOPSO-LS, the benchmark algorithms CMDPSO,

NSPSO, and MNSGAII applied a different KQC identification model, which maximizes the accuracy (in-

stead of GM) and minimizes the number of selected features, in Section 6. Therefore, we further conduct

experiments for these algorithms on the same KQC identification model as MOPSO-LS to facilitate the620

comparison. The experimental settings and the datasets are the same as that described in Section 5, i.e.,

3 repetitions of 10-fold CV are conducted on each dataset for each method and 30 sets of optimization

results are obtained. Note that, since we aim to evaluate the search performance of these multi-objective

optimization algorithms, the final solution selected by IPM is not used for comparison. Instead, the overall

performance of all the non-dominated solutions found by these multi-objective optimization algorithms is625

considered to evaluate the performance of these optimization algorithms. The performance metrics that

evaluate the search performance are introduced below.

7.2. Performance metrics

We adopt three widely used performance metrics (also known as quality indicators), including Hyper-

volume (HV) (Yuan et al., 2016; Li et al., 2022), inverted generational distance (IGD) (Deb & Jain, 2014;630

Li et al., 2022), and set coverage (SC) (Zitzler & Thiele, 1999), to evaluate the search performance of a

multi-objective optimization algorithm. A brief description of the three metrics is given below:

• The HV metric: Let A be the set of non-dominated points (here non-dominated points refer to the

non-dominated solutions in the objective space) returned by an optimization algorithm, and r =

(r1, ..., rm)T (m is the number of objectives) be a reference point in the objective space. The HV value

of A given the reference point r is obtained as

HV (A, r) = volume

( ⋃
a∈A

m∏
j=1

|aj − rj |
)

(15)

where a = (a1, ..., am) is a non-dominated point in A and each aj denotes the value of the jth objective

function. HV measures the volume of the region dominated by a non-dominated set in the objective

space. It is a Pareto-compliant performance metric that has good theoretical qualities for fairly635

comparing the multi-objective optimization algorithms. A larger HV (A, r) value denotes a better

performance of the optimization algorithm.

26



• The IGD metric: Let A be the set of non-dominated points returned by an optimization algorithm

and P be the PF (the set of Pareto solutions in the objective space). IGD measures the similarity

between A and P as

IGD(A,P) =
1

|P|
∑
p∈P

min
a∈A

d(a,p) (16)

where d(a,p) denotes the Euclidean distance between a and p, and |P| denotes the number of points in

P. IGD can measure both the convergence and diversity performance of the non-dominated solutions

found by an algorithm. A smaller IGD value denotes a higher similarity level between A and P, which640

denotes a better performance of the optimization algorithm.

• The SC metric: Let A and P be two sets of non-dominated points. The value of SC(A,P) is defined

as the percentage of points in P that are dominated by or equal to a point in A, i.e.,

SC(A,P) =
{p ∈ P|∃a ∈ A : a dominates or equals p}

|P|
. (17)

We let A be the set of non-dominated points returned by an optimization algorithm and P be the

PF. SC(A,P) can evaluate the goodness of A by using P as the benchmark. By calculating SC(A,P)

for each of the optimization algorithms, the performance of these algorithms can be compared with

the SC metric. A larger SC value (i.e., SC(A,P)) denotes a better performance of the optimization645

algorithm.

Since the KQC identification model in Eq. (8) is applied, the objective functions are f1 = 1 − GM(X)

and f2 = |X|. Before calculating the HV, IGD, and SC values for each algorithm, we first normalize the two

objective functions with the min-max normalization method to [0,1] since the ranges of these two objective

functions differ a lot. For each run, the maximum/minimum value used in the normalization is obtained650

from the solutions returned by all the algorithms at the 3 repetitions of the experiments. The normalized

objective function values are used to obtain the HV, IGD, and SC results. With the normalization, more

reasonable results can be obtained to compare these optimization algorithms by balancing the weights of the

two objectives. The HV metric requires a given reference point, which is set as r = (1.1, 1.1) as suggested

by Yuan et al. (2016). The IGD and SC metrics require a known PF P. However, the true PFs of the KQC655

identification problems in the experiments are not known. Therefore, for each fold, we first combine all the

solutions of these algorithms found from the 3 repetitions of experiments, and then, obtain an approximating

PF P′ by selecting the non-dominated solutions from the combined solutions. Based on P′, we can obtain

IGD(A,P′) and SC(A,P′) to evaluate the search performance of each algorithm. Since 30 sets of the results

are obtained for each algorithm on each dataset from the 30 runs, we use the Wilcoxon signed-rank test660

(Wilcoxon, 1945) to verify if MOPSO-LS performs significantly better than the benchmark algorithms on
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each of the performance metrics.

7.3. Comparison results and discussion

Table 9 shows the results of the performance metrics of MOPSO-LS and the benchmark algorithms.

“�” (“ ↑ ”) or “�” (“↓”) shows the Wilcoxon signed-rank test result which indicates MOPSO-LS performs665

significantly better or worse than the compared algorithm at a significance level of α = 0.05 (α = 0.1) with

respect to the mean value of a performance metric.

Table 9: Comparison of search performance between MOPSO-LS and benchmark algorithms.

Metric Dataset MOPSO-LS CMDPSO NSPSO MNSGA-II IDMS

HV

PAPER 1.117± 0.025 1.094± 0.029 � 1.096± 0.038 � 1.124± 0.028 � 1.096± 0.040 �
ADPN 1.142± 0.031 1.006± 0.068 � 1.106± 0.045 � 1.121± 0.038 � 0.686± 0.222 �
LATEX 1.135± 0.039 0.961± 0.046 � 1.062± 0.071 � 1.089± 0.038 � 0.468± 0.113 �
SPIRA 1.087± 0.055 0.940± 0.066 � 1.052± 0.052 � 1.062± 0.061 ↑ 0.554± 0.153 �

IGD

PAPER 0.058± 0.038 0.062± 0.026 0.063± 0.037 0.034± 0.020 � 0.073± 0.042 ↑
ADPN 0.042± 0.022 0.141± 0.040 � 0.074± 0.027 � 0.075± 0.033 � 0.378± 0.176 �
LATEX 0.038± 0.022 0.125± 0.028 � 0.079± 0.038 � 0.056± 0.017 � 0.501± 0.096 �
SPIRA 0.053± 0.020 0.127± 0.031 � 0.075± 0.024 � 0.065± 0.030 0.385± 0.125 �

SC

PAPER 0.304± 0.143 0.144± 0.137 � 0.162± 0.124 � 0.373± 0.210 0.193± 0.179 �
ADPN 0.363± 0.201 0.013± 0.039 � 0.060± 0.089 � 0.249± 0.253 � 0.000± 0.000 �
LATEX 0.334± 0.149 0.003± 0.014 � 0.059± 0.125 � 0.107± 0.146 � 0.000± 0.000 �
SPIRA 0.298± 0.186 0.000± 0.000 � 0.042± 0.082 � 0.149± 0.159 � 0.003± 0.018 �

According to Table 9, MOPSO-LS obtains significantly better results on the three performance metrics in

most cases. In terms of HV, MOPSO-LS obtains significantly higher HV values than CMDPSO, NSPSO, and

IDMS on all four datasets at a significance level of α = 0.05. MOPSO-LS also obtains significantly higher HV670

values than MNSGA-II on ADPN and LATEX at a significance level of 0.05 and a significantly higher HV

value than MNSGA-II on SPIRA at a significance level of α = 0.1. The HV value obtained by MOPSO-LS

is significantly lower than MNSGA-II on PAPER. In terms of IGD, MOPSO-LS obtains significantly lower

IGD values than CMDPSO, NSPSO, and IDMS on three of the four datasets, i.e., ADPN, LATEX, and

SPIRA, at a significance level of α = 0.05. Compared with MNSGA-II, MOPSO-LS obtains significantly675

lower IGD values on two datasets, i.e., ADPN and LATEX, and a significantly higher IGD value on PAPER.

In terms of SC, MOPSO-LS obtains significantly higher SC values than CMDPSO, NSPSO, and IDMS on

all the four datasets at a significance level of α = 0.05. MOPSO-LS also obtains significantly higher SC

values than MNSGA-II on three of the four datasets, i.e., ADPN, LATEX, and SPIRA.

Overall, the above results indicate that MOPSO-LS obtains significantly better search performance than680

CMDPSO, NSPSO, and IDMS because MOPSO-LS obtains better results on at least one performance

metric on the four datasets. Comparing MOPSO-LS with MNSGA-II, MOPSO-LS obtains better search

performance on three datasets (the datasets except for PAPER) and obtains worse search performance on

one dataset, i.e., PAPER. The possible reason for this result is related to the nature of GA and PSO. We can
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find that the PAPER dataset has the smallest number of original QCs among the four datasets. So, given685

the same number of iterations, the optimization will be more sufficiently conducted on PAPER than on other

datasets. Being a PSO algorithm, MOPSO-LS has the advantage of quickly converging to satisfied solutions,

while it does not work as effectively as MNSGA-II, a GA, to escape from local optima during the late phase

of the optimization. Therefore, for the relatively simple KQC identification problem on PAPER, MNSGA-

II obtains better search performance than MOPSO-LS. However, on high dimensional data with a large690

number of QCs, which requires substantial computational resources, MOPSO-LS can obtain more desirable

optimization results than MNSGA-II since MOPSO-LS has a faster convergence speed than MNSGA-II.

Two possible factors contribute to the good search ability of MOPSO-LS. First, MOPSO-LS adopts

the DPU strategy to update pbest. The good solutions on different regions of the non-dominated font can

be maintained by the pbests of the particles because different particles adopt different weights for the two695

optimization objectives to construct the aggregated objective function g(xt+1
i |λj , z∗, z′), the criterion used

to update gbest. Second, the local search step utilized by MOPSO-LS is effective for improving the search

performance. The local search step is adopted to just update the non-dominated set after the particle

swarm based optimization step at each iteration. Thus, the convergence speed of MOPSO-LS is improved.

Moreover, the updated non-dominated set by the local search step provides gbest candidates for the particle700

swarm based optimization step at following iterations, which further improves the search performance of

MOPSO-LS.

8. Conclusions

Identifying the KQCs in production processes that are strongly related to the quality of final products

is essential for quality control. In this paper, we have proposed an FS method to identify KQCs with705

good predictive performance for product quality. The proposed method is based on a KQC identification

model for unbalanced production data, i.e., a multi-objective optimization model of maximizing the GM

measure and minimizing the number of selected QCs. To solve this model, we propose a multi-objective

optimization algorithm, called MOPSO-LS, that combines the search mechanisms of PSO and the local

search to obtain a set of non-dominated solutions (candidate KQC sets), and then use the IPM to select the710

final KQC set. In MOPSO-LS, the decomposition approach, i.e., a modified TA, is adopted to update the

pbests, which can maintain diversified and good performance solutions. The local search step purifies the

non-dominated solutions at each iteration with two basic operations, i.e., adding and removing a feature.

We have verified the KQC identification performance of the proposed MOPSO-LS using four production

datasets. The results indicate that MOPSO-LS can obtain a KQC set with fewer QCs and better predictive715

performance for product quality compared with six benchmark FS methods. Specifically, the predictive

performance of MOPSO-LS on the minority premium products is significantly improved compared with most
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of the benchmark methods. Meanwhile, MOPSO-LS requires similar computational time compared with

the benchmark multi-objective FS methods. Further analysis indicates that MOPSO-LS has good search

performance in optimizing the multi-objective KQC identification model. These results show that MOPSO-720

LS is effective and efficient for KQC identification. In real quality control and management applications, the

proposed MOPSO-LS algorithm can help quality engineers find out the key factors that cause the failure

of production processes. The identified KQCs can be used to build an effective quality prediction model

for advanced quality control, which helps manufacturing enterprises to improve the competitiveness of their

products.725

The proposed KQC identification method can be further extended in the following aspects. First, four

datasets from different production processes are utilized to evaluate the performance of the proposed method

in the experiments. It would be interesting to further verify the robustness of the method and the correctness

of the KQC identification results with more datasets from the same production process. This is also beneficial

for providing more reliable and useful information with quality engineers for controlling and improving a730

particular production process. Second, it is worth embedding domain knowledge in the proposed data-driven

KQC identification method to further improve its performance. Finally, the main objective of the proposed

method is to identify the key factors (KQCs) in the production process that significantly affect product

quality. It is worth building a VM method with effective prediction models using these identified KQCs for

advanced quality control. Proposing a proactive control strategy in the VM method to dynamically adjust735

the KQCs for producing conforming products is required.
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